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Resumo

O objetivo deste trabalho é projetar e avaliar o desempenho de um algoritmo de recomen-
dacao e uma biblioteca computacional para sistemas de sugestao de produtos de lojas de
comércio online. Essa biblioteca tem finalidade de permitir a facil implementacao de um
sistema de recomendacao genérico para ser utilizado por académicos e e-commerces que

desejem automatizar o processo de sugestao de itens, tal como em email marketing.

A biblioteca foi desenvolvida utilizando-se trés diferentes algoritmos de recomendacao.
O algoritmo baseado na ponderacao de atributos, que trata-se de um método hibrido
entre filtragem colaborativa e filtragem baseada em contetido, onde a partir da regressao
linear de dados de uma rede social, extrai os pesos que determinam a importancia de cada
atributo dos itens. O segundo método, baseado em perfil de usuérios, leva em consideracgao
o interesse dos usuarios por features, indiretamente calculado a partir de seu interesse
pelos itens. O terceiro método, baseado na correlagdo usudrio-item, é uma variante do
método baseado no perfil de usuérios e foi desenvolvido pela dupla. Este método busca os

itens com features mais similares aos atributos pelos quais o usudario se interessa.

A avaliacdo comparativa dos métodos mostrou a superioridade do algoritmo de perfil de
usuarios em quase todos os aspectos, e avaliou os principais parametros de influéncia na
qualidade da recomendagao. A partir dos resultados empiricos mostrados neste trabalho, é
possivel estabelecer diretrizes para a elaboracao de um sistema de recomendagao proprio

com base na biblioteca elaborada pela dupla.

Palavras-chaves: Inteligéncia artificial, Aprendizado computacional, Comercio eletronico,

Produtos.






Abstract

This project’s scope is to design and assess a recommender system algorithm and library
for e-commerces. The goal of this library is to make the implementation of a generic
recommender system simple and easy, so it can be used by the academics and e-commerces

willing to automate the suggestion of items, such as in email marketing.

The library was developed using three different recommendation algorithms. The feature
weighted is a hybrid method, based on collaborative filtering and content-based filtering,
in which a linear regression is calculated from a social-network database, extracting the
weights that determine each attribute’s importance. The second method, based in user
profiles, considers the users’ interests in specific features, indirectly calculated by the users’
interest in different items. The third method, based in the user-item correlation, is derived
from the method based in users’ profiles and was developed by the authors. This method
searches for them items with the features that are more similar to the attributes that the

user has shown interest for.

The comparative assessment of the methods has shown the superiority of the user-profile
algorithm in almost all aspects, and has measured the main parameters that affect the
recommendation quality. From the empirical results shown in this work, it is possible to
establish some guidelines on how to create a recommender system based on the library

developed by the authors.

Key-words: Artificial intelligence, Machine learning, e-Commerce, Products.
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1 Introducao

O comércio on-line se torna cada vez mais importante na vida das pessoas, de forma
que a adogao deste método de compra ¢é cada vez mais comum. Estima-se que em 2013
um bilhdo de pessoas compraram online (1), gerando uma receita anual de 1,25 trilhdo de

délares com expectativas de crescer 17% ao ano até 2017. (2).

Ao analisarmos o mercado brasileiro, percebemos que se trata de um comércio
jovem e com bom potencial. Percebe-se ainda que, no Brasil, o habito de se fazer compras
pela internet nao estd consolidado. Apenas 19% dos compradores usam esse servigo
semanalmente, enquanto em paises mais desenvolvidos estes niimeros chegam a 35% na
Alemanha e a 39% no Reino Unido. Outro indicador de que o mercado brasileiro ainda é
jovem é que 61% dos consumidores de varejo online utilizaram o servigo pela primeira vez

nos tltimos 4 anos (3).

Como o mercado de varejo online é novo como um todo, este ainda passara por
algumas mudancas drasticas em um curto espaco de tempo. Um dos itens-chave destas
mudanca é a capacidade de se analisar os dados gerados pelos consumidores. Com estes
dados sera possivel segmentar os clientes mais facilmente e as empresas poderao direcionar
suas investidas de forma mais eficiente, chegando ao ponto em que campanhas de marketing
e precificacdo serao totalmente personalizadas (4). Uma das maneiras de se usar estes

dados sao os sistemas de recomendacao.

“Sistemas de recomendagao sao ferramentas e técnicas de software destinadas a
prover sugestoes de itens para usudrios” (5). O sistema tem o propésito de automatizar
o processo de recomendagao e auxiliar na tomada de decisao, podendo ser aplicado em
diversas areas da industria, tais como na indicagdo de noticias, musicas, relagoes de amizade

ou artigos cientificos.

Estes sistemas sao utilizados por diversos servicos online e geram um grande
impacto quando utilizados corretamente. Em 2012, cerca de 75% dos videos assistidos
através do site NetFlix foram acessados por meio de recomendagoes (6). Em 2006, as
recomendagoes representaram 35% dos livros vendidos pela Amazon (7), enquanto em
2007 cerca de 38% das noticias lidas no Google News foram sugeridas por um sistema de

recomendagao (8).

De modo geral, um sistema de recomendagcao possui trés etapas: a aquisicao dos
dados de entrada, a determinacado das recomendagoes e finalmente a apresentacao dos
resultados ao usuario. A aquisicdo dos dados de entrada pode ser feita tanto de forma
automatica quanto manual, e em geral utiliza-se um banco de dados para armazenar essas

informagoes. As sugestoes sao feitas segundo uma estratégia de recomendacao determinada
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a priori, que pode ser fundamentada nas preferéncias do usuario, nas caracteristicas dos
itens ou em alguma formulagdao mista. Finalmente, os resultados sao apresentados na
interface sob variadas formas, como por exemplo em uma lista dos N itens mais relevantes

para o usuario.

Conforme o tipo especifico de itens recomendados, o design do sistema, a interface
homem-maquina e o tipo de técnica de recomendacao sao construidos a fim de prover

sugestoes mais adequadas.

Os sistemas de recomendacao sao destinados primeiramente aos individuos que nao
possuem competéncia ou experiéncia suficiente para avaliar o grande niimero de opcoes do
conjunto total de itens. Dessa forma, o sistema é adaptado a cada um dos usuarios, de
maneira que eles recebam recomendacoes adequadas ao seu perfil. Essa ideia, amplamente
divulgada por um antigo diretor executivo do e-commerce Amazon.com, se resume a sua
fala de que “se vocé possui 2 milhoes de clientes na web, vocé precisa ter 2 milhoes de

lojas na web” (9).

1.1 Motivacao

Conforme apresentado, a quantidade de lojas de varejo online cresce em ritmo
acelerado no Brasil e no mundo. Motivados pela importancia econémica dos e-commerces,
bem como pela possibilidade de criar um conjunto de ferramentas open source que possam
ser utilizadas pela comunidade académica e empresarial, propomos como Trabalho de
Conclusao de Curso o desenvolvimento de um algoritmo e biblioteca computacional para

sistemas de recomendagao de produtos de lojas de comércio online.

O pacote computacional é composto de métodos de leitura de dados de historico de
compras e de informagoes de clientes e produtos, de calculo de sugestoes de itens com base
em algoritmos de recomendacao e de analise de desempenho das recomendacoes. Além
disso, propusemos um algoritmo baseado em um método ja existente, a fim de avaliar a

sua qualidade comparado a outras solugoes.

A motivacao de se criar uma biblioteca de software decorre principalmente da sua
abrangéncia e capacidade de adaptacgao, visto que é possivel atender a mais casos de uso
que um sistema de recomendacao completo. De um lado, um sistema de recomendacao
possui uma finalidade especifica — como por exemplo de sugerir noticias para usuarios de
internet — e uma entrada e saida de dados especifica — como por exemplo o fato de as
noticias sempre estarem ordenada pelas mais recentes em uma tabela de sugestoes. De
outro lado, uma biblioteca computacional pode receber qualquer tipo de dados e gerar

qualquer saida de dados.

Caso uma empresa ou um académico queira construir seu préprio sistema de
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recomendacao, basta elaborar a conexao entre o pacote apresentado pela dupla, seu banco

de dados e a interface grafica de apresentacao de resultados.

As contribuigoes cientifica e tecnologica deste trabalho para a Engenharia Mecatro-
nica estao sobretudo nos campos de inteligéncia artificial, de sistemas de informacao e de

automacao de processos.

As competéncias académicas necessarias para a execucao desse trabalho envolvem
algoritmos e estruturas de dados (abordados em PMR2300 — Computagao para Automagao),
documentagao e modelagem de sistemas computacionais (explicados em PMR2440 —
Programacao para Automagao), sistemas de informagao e banco de dados (tratados em
PMR2490 — Sistemas de Informagao) e inteligencia artificial, com enfase em aprendizado de
maquina (aprofundados em PMR2728 — Teoria de Probabilidades em Inteligéncia Artificial
e Robética). As competéncias técnicas abrangem programagcao estatistica e funcional,

demonstradas através da linguagem R.

1.2 Objetivos

O objetivo do presente Trabalho de Conclusao de Curso é o desenvolvimento de um
algoritmo e uma biblioteca computacional para sistemas de recomendagao de produtos de

lojas de comércio online, e respectiva analise de desempenho das recomendagcoes propostas.

O pacote de software é composto de trés diferentes algoritmos de recomendagao,
além de funcgoes para avaliar a qualidade das sugestoes. Neste texto, sera feita uma
avaliacdo comparativa entre os trés algoritmos. A explicagao detalhada dos métodos se

encontra no Capitulo 5.

A fim de se poder experimentar a influéncia de diversos paradmetros na qualidade
das recomendagoes, todas as funcoes foram desenvolvidas integralmente pela dupla, e
nenhuma biblioteca externa foi utilizada. O objetivo do trabalho nao é, portanto, o uso de
ferramentas de recomendagao ja disponiveis no mercado, mas sim a elaboracao de uma
biblioteca que possibilite a construgao e analise de um sistema de recomendagao proprio.
Qualquer e-commerce interessado no assunto pode, portanto, apropriar-se do pacote de

software e modifica-lo para atender a suas especificidades e melhorar as sugestoes.

Essa ferramenta tem como finalidade a automatizacao do processo de recomendagao
de itens, e pode ser aplicada em diversas areas da industria, tais como na indicacao de
noticias, musicas, relagoes de amizade ou artigos cientificos. No nosso trabalho, a biblioteca
tera como foco a sugestao de produtos de lojas de comércio online que disponham de um

historico de compras dos usuarios e das caracteristicas dos produtos.

A qualidade das recomendacoes sera avaliada quanto a precisao, abrangéncia e

tempo de execucgao. Uma descricao detalhada da avaliacao do sistema de recomendacao
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estd descrita na Secao 4.3.

Por meio de uma validacdo cruzada, analisaremos a influéncia dos principais
parametros do problema na qualidade das recomendagoes, como o tamanho do banco
de dados, a quantidade de informagoes de itens e clientes utilizadas na recomendacao e

outros.

Sera discutido o impacto dos principais desafios tecnolégicos e cientificos dos
sistemas de recomendagao na nossa proposta de solucao, tal como a adaptagao a novos

usudrios (10).

Ao final, serd possivel extrair uma validacdo experimental das diretrizes fun-
damentais a serem seguidas por e-commerces que desejem desenvolver um sistema de

recomendacao préprio a partir da biblioteca desenvolvida neste trabalho.
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2 Estado da Arte

As terminologias cliente e usudrio neste texto serdao intercambiaveis e sem distingao
semantica, mesmo que na pratica essas duas entidades possam ser diferentes. Da mesma

forma, item e produto terao o mesmo significado neste trabalho.

A fim de tornar a formulagdao mais genérica, também nao faremos distincao entre
avaliagdo positiva de um item e compra de um item. Avaliacao positiva é toda avaliagao
ru do item ¢ feital pelo usuério u tal que r,; > M, e avaliacao negativa tal que r,; < M,
sendo M um valor minimo escolhido a priori, indicador de que o usuario u “gostou” do
item 7. No caso de um banco de dados sem avaliagoes dos produtos, seré levada em conta
a compra dos itens e serd admitida avaliagdo unitaria e valor minimo nulo. Desta forma,
os bancos de dados que contenham informagoes do tipo “usuario u avaliou o item 7 em
ruwi = 3.54 > M” e aqueles que contenham “usuario v comprou o item ¢, logo r,; =1 > 07
serdo tratados equivalentemente. Vale observar que essa definicao difere da Referéncia 11,

em que avaliagao positiva é aquela tal que r,; > M.

2.1 Estado da arte dos problemas

O problema de recomendagao pode ser formulado como se segue, adaptado da

Referéncia 12, com notagao inspirada no artigo 11:

“Seja U o conjunto de todos os usuarios e seja Z o conjunto de todos os itens que
podem ser recomendados, tais como livros, filmes ou artigos cientificos. Seja ¢ uma fungao
de utilidade, que mede a relevancia do produto ¢ para usuario u. Em notagao matematica,
¢ :UXxT — R, onde R é um conjunto totalmente ordenado — por exemplo, ntimeros
inteiros ou nimeros reais dentro de um determinado intervalo, em geral {—1,0,+1} ou
[1,5]. O objetivo do sistema de recomendacao ¢ determinar o item 7, que maximize a

utilidade ¢,; do usuario u.”

Yu € U, 7, = argmax ly; (2.1)
i€T
O problema central da recomendacgao é que “em geral a funcao ¢ é desconhecida ou
nao ¢é definida para todo o espago U x Z”, e portanto determinar 7 através da Equacao 2.1
¢ inviavel.
Em algumas formulagoes, “a utilidade é descrita pela avaliagao r,; do item i feita
pelo usuério u”. Neste caso, o sistema de recomendagao busca determinar 7,; que melhor

se aproxime de r,;, e a qualidade da recomendacao é normalmente descrita pela distancia
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entre esses dois valores. Em outros sistemas, todavia, a utilidade é descrita diferentemente,

de forma que o item com maior valor de 7,; nao é necessariamente recomendado.

Para lidar com o problema da recomendacao, existem trés grandes grupos de

estratégias de sugestao de itens, segundo as Referéncias 12, 13:

e Recomendagoes baseadas em contetido: o usudrio recebe sugestoes de itens similares

aqueles pelos quais ele se interessou no passado;

e Recomendagoes colaborativas: o usuario recebe sugestoes de itens que pessoas com

preferéncias semelhantes gostaram no passado;

e Recomendagoes hibridas: esses métodos combinam caracteriticas de sistemas colabo-
rativos e baseados em contetddo. O usuario recebe sugestoes de itens compativeis

com seu perfil e de itens do interesse de usuarios com perfil similar.

As estratégias de recomendacao baseadas em contetdo exploram os dados dos itens
para calcular a sua relevancia conforme o perfil do usuario. Suas técnicas de recomendagcao
podem ser classificadas em dois grupos: aquelas baseadas em heuristicas ou memoria —
fazem a previsao com base em toda a colecao de itens anteriormente classificados pelos
usuarios — e aquelas baseadas em modelos — utilizam o conjunto de avaliagdes com o
objetivo de descrever a interacao entre usuarios e itens, tal como em uma regressao linear

ou em uma rede Bayesiana.

Na abordagem de sistemas baseados em contetdo, a recomendacao pode ser vista
como um problema de aprendizado de maquina, em que o sistema adquire conhecimento
sobre o usuario. Muitas vezes ¢ recomendado que o aprendizado seja feito com base no
perfil do usuario em uso continuo, ao invés de for¢éd-lo a responder diversas perguntas
demogréficas, como idade, género, classe social, etc (14). O objetivo é categorizar novas in-
formagoes baseadas em informacgoes previamente adquiridas e rotuladas como interessantes
ou nao pelo usuario. Com estas informagoes em mao, é possivel gerar modelos preditivos

que evoluem conforme aparecem novas informagoes.

Em sistemas baseados em contetido, os itens a serem recomendados podem possuir
diversos atributos e formas de classificacdo. Em documentos como e-mails, websites ou
comentarios de usudrios, os textos nao tem estrutura definida e a abordagem mais comum
para escolher o melhor item é a mineragao de informacgoes. O usuario procura por uma
lista de termos desejados e o sistema retorna os textos de maior relevancia, tal como é feito
em um motor de busca (15). Nesses casos, calcula-se a similaridade entre documentos a
partir da importancia das palavras ou termos similares, como a TF-IDF ou o classificador

Bayesiano (16).

Em bancos de dados relacionais, os itens possuem uma categorizacao pré-definida, e

sua relevancia depende das suas caracteristicas, descritas pela matriz de atributos A. Cada
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feature pertence a um conjunto distinto, podendo ser booleano (possui ou nao possui),
inteiro ou real (preco, data, etc.), ou um colegao finita de valores (marca, modelo, género,

etc.), como exemplifica a Tabela 1.

Tabela 1 — Atributos a;f

Nl fa| fs | fa
i | 1[50[08]P
ir | 07503 M
is | 1]30][04]G

As recomendacoes colaborativas, por sua vez, tentam prever a utilidade dos itens
para cada cliente com base em itens previamente avaliados por outros usuarios. Elas podem
ser baseadas em usuarios, isto é, na escolha de clientes que possuam avaliagoes similares de

produtos, quanto baseadas em itens, na escolha de produtos avaliados similarmente (17).

Mais formalmente, quando a filtragem colaborativa é baseada em usuarios, a
utilidade £,; de um item ¢ para um usudrio u € estimada com base nas utilidades £,u; dos
usuarios vy € U que sao “similares” ao usuario u. De maneira andloga, quando baseada
em itens, a utilidade £,; é prevista com base nas utilidades ﬁuj;;, dado itens j; € Z que sao

“similares” aos itens 7.

Na pratica, o calculo das recomendagoes para sistemas colaborativos é feito a
partir da matriz de avalia¢cbes R.. Isso pode ser exemplificado pela Tabela 2, que possui
avaliagoes de 1 a 5, sendo M = 2. Em um sistema usuario-usuario, o cliente u; receberia
recomendagao do item i4, pois para os itens iy e i3 suas avaliagoes foram similares as do
cliente uy. J& para um sistema item-item, o usuario uz receberia recomendacao do item i3,

pois este tem avaliagoes similares as do item iy, avaliado positivamente pelo usuario us.

Tabela 2 — Avaliacoes 7,;

i1 | g | i3 | i4
Uq - 4 3 -
U9 - 4 3 5
Us 2 5 - 1

Por fim, as recomendagoes hibridas combinam aspectos tanto da filtragem colabo-
rativa (baseada em usudrios ou em itens) quanto da filtragem baseada em contetido, com
o objetivo de atingir uma melhor recomendagao ou de superar problemas recorrentes nas

técnicas individuais, como a esparsidade (sparsity) dos dados ou o cold start (18).
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2.2 [Estado da arte das solugdes

Do ponto de vista do estado da arte das solucoes, as variaveis de interesse estao
ligadas do niimero de usuarios no sistema, ao nimero de itens, a medida de qualidade da

recomendagao e ao custo computacional (19).

No que se refere a dependéncia do niimero de usuarios, a filtragem colaborativa
baseada em usudrios é extremamente efetiva para um baixo nimero de usuarios. A filtragem
colaborativa a base de itens é consideravelmente pior para um baixo ntimero de usuarios,
mas supera todos os outros métodos baseados em memoria conforme o nimero de clientes

aumenta.

A dependéncia do niimero de itens é, de certa forma, oposta a de usuarios: a filtragem
colaborativa baseada em itens é extremamente efetiva para poucos itens, enquanto aquela
baseada em usuarios supera todos os outros métodos baseados em memoria para grandes

quantidades de itens.

Com relagao a medida de qualidade, avaliada a partir da abrangéncia dos dados, a
filtragem baseada em usuarios e a baseada em itens mostram uma dependéncia semelhante.
Na andlise de menor erro quadratico médio entre o item sugerido e o item efetivamente
comprado, todos os métodos de recomendacgao variam nao-linearmente com o niimero
de usuarios, itens e acuracia, e de modo geral hd um compromisso (trade-off) entre a

esparsidade (sparsity) dos dados e o tempo de processamento.

2.3 Desafios cientificos e tecnoldgicos

Um dos maiores desafios tecnoldgicos dos sistemas de recomendagao é, atualmente,
o da escalabilidade (14). O sistema de recomendacao deve ser flexivel no sentido de poder
operar igualmente bem tanto em pequenas quanto em grandes bases de dados, que podem
chegar até centenas de milhdes de clientes (20) e de produtos (21). Isso significa que as
recomendagoes devem ser suficientemente rapidas e ainda assim prover sugestoes valiosas

aos consumidores.

Um problema muito comum nos sistemas de recomendagao é o do cold start, que
atinge principalmente os sistemas de filtragem colaborativa, grandemente dependentes da
matriz de avaliagoes R. Quando itens ou usudrios sao inicialmente introduzidos no sistema,
existe pouca ou nenhuma informacao sobre eles. O sistema ¢é incapaz de realizar inferéncias
sobre quais itens recomendar ao novo usuario ou sobre quais produtos sao similares ao
novo item. Na Tabela 3, por exemplo, o item 2199 nao possui nenhuma avaliacao, e nunca
seria recomendado em sistemas puramente baseados em itens. Analogamente, o usuario
uz também nao teria nenhuma sugestao de itens para sistemas puramente baseados em

usuarios.
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Tabela 3 — Avaliagoes r,;

iy | 22 | -+ | t100
w514 ]| -
up | - 12| -
us | - | - |- | -

Também ¢é uma grande dificuldade dos algoritmos baseados em filtragem colabo-
rativa a esparsidade dos dados. Como a maioria dos clientes interage com uma pequena
quantidade de itens, a matriz de avaliagbes tem em geral menos de 1% dos valores

preenchidos, e o sistema deve prever os outros valores (22).

Outro desafio cientifico é referente a diversidade das recomendagoes realizadas,
também chamado de excesso de especializagao (over-specialization) (12). Ao mesmo tempo
que o sistema deve apresentar itens similares ao que o usudrio esta procurando, ele também
deve sugerir itens que o usuario desconhec¢a ou que nem saiba que poderiam interessa-lo.
Esse problema afeta principalmente os sistemas baseados em contetiido, pois itens com
caracteristicas similares tendem a ser sempre recomendados. Na Tabela 4, o item 75 seria
sugerido para um usuario que tenha avaliado i1, apesar de esse nao apresentar nenhuma
caracteristica diferente do item previamente comprado. Para contornar essa dificuldade,
costuma-se introduzir elementos de aleatoriedade na recomendacao, por exemplo a partir

de algoritmos genéticos (13).

Tabela 4 — Atributos a;f

fil ol S5
71| 1 |50 0.8
5| 1 |50 0.8
i3] 075103

Além desse desafio, existe também o da andlise rasa do contetdo (shallow content
analysis). O sistema, ao avaliar a caracteristica dos itens, ndo consegue extrair importantes
aspectos para o usuario caso eles nao estejam explicitamente descritos na categorizacao
do banco de dados. Isso pode ocorrer, por exemplo, com fatores externos ao produto que
influenciem na compra do usuario, como em datas comemorativas, em compras induzidas
por propaganda, em compras “impulsivas”, etc. Se um usuario comprou um arranjo de flores
no dia das maes, ndo é necessariamente verdade que ele se interessa por flores. Da mesma
maneira, sistemas que ignorem a sazonalidade de certos produtos nao recomendariam
arranjos de flores para clientes que nao tenham comprado itens parecidos, mesmo no dia

das maes.

Por fim, um desafio cientifico que este trabalho enfrentard é a execucao de um

sistema hibrido do ponto de vista de efemeridade e persisténcia, ao construir um modelo de
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recomendagao que integre as preferéncias de curto e longo termo dos usuarios (9). A anélise
dos dados de compras anteriores, bem como de dados demograficos, deverd portanto ser
incorporada a andlise de caracteristica dos produtos, a fim de enriquecer a acuracia do
sistema (14).

Esse topico de pesquisa inclui ainda diversos desafios cientificos e tecnologicos que
nao serao tratados no nosso projeto, tais como a preservacao da privacidade dos usuarios,
a criagao de modelos de recomendacao inter-dominios, o desenvolvimento de sistemas
descentralizados operando em redes computacionais distribuidas, a otimizacao de sistemas
para sequéncias de recomendacoes, a otimizacgao de sistemas para dispositivos moveis e
outros. Um sistema de recomendacao inteligente também deveria prever quando enviar

uma determinada recomendagdo, e nao agir apenas mediante requisi¢ao dos clientes (23).

2.4 Solucdes propostas

Este Trabalho de Conclusao de Curso aborda trés propostas de solu¢ao para o
problema da recomendagao, sendo duas delas retiradas de referéncias bibliograficas (11, 24),
e uma outra apresentada pela dupla. O objetivo é realizar uma analise comparativa entre
cada um dos métodos e estabelecer diretrizes para sua aplicacdo em e-commerces. Os

algoritmos propostos estao descritos com maior detalhe no Capitulo 5.

Todas as solugoes sao algoritmos hibridos, por utilizarem na recomendacao tanto a
matriz de avaliagbes R quanto a matriz de atributos A. Optou-se por dar importancia aos
algoritmos hibridos em razao de os e-commerces estruturarem seus bancos de dados em
torno da descricao dos itens a venda. De modo geral, as tabelas de itens possuem dezenas
de atributos, dependendo do ramo de negécios da loja, e pouco detalhe é dado a interacao
entre o grupo de usuarios e itens. A tabela de histérico de compras se limita a informacoes
como data e método de pagamento, e detém pouca informacao adicional que possa ser
utilizada na recomendacao de produtos. Dessa forma supusemos que métodos puramente
colaborativos, fundamentados na avaliacao dos itens por parte dos usuarios, teriam pior
desempenho que métodos baseados em contetido, que exploram as caracteristicas dos itens

na recomendagao.

A solugao FW determina a similaridade de dois itens a partir de medidas de
distancia para cada um dos atributos dos itens, ponderadas por pesos determinados na

regressao linear de uma equacao descrita pelo interesse dos usuarios em cada feature.

O método UP parte do principio que os usuarios estao interessados nos atributos
dos itens, e traga correlagoes entre esses dois elementos para obter pesos que servirao de
base para o calculo da similaridade inter-usuarios, utilizada na recomendagao pelo método

da vizinhanga (nearest neighbors).
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A variante Ul, elaborada pela dupla, recomenda o melhor item a partir das matrizes
de correlagao usuario-atributo e atributo-item, a fim de obter a matriz de correlagao usuario-
item. De antemao espera-se que essa solucao tenha desempenho similar ao método de base
UP, pois ambos buscam explorar as caracteristicas dos itens para determinar a preferéncia

do usuério.






33

3 Metodologia

Por se tratar de um projeto de Engenharia de Software, foi necessario dar énfase
as etapas iterativas de desenvolvimento dos algoritmos na metodologia de projeto deste
Trabalho de Conclusao de Curso. Esse processo ciclico, com fases de especificagao, desen-
volvimento e validagao, permitiu obter resultados preliminares e os modificar os algoritmos

ao longo da disciplina, ajustando detalhes e melhorando o sistema gradativamente (25).

A metodologia de execugao do projeto, assim como a de avaliagao dos resultados,

pode ser consolidada da seguinte maneira:

3.1 Definicao da Necessidade

Com o crescente niimero de lojas de comércio online, tornou-se necessario a criagao
de sistemas que pudessem entender e prever o comportamento de consumidores, a fim de
oferecer produtos especificos para cada um deles, aumentando o nimero de vendas e a
satisfacao do cliente. Observa-se atualmente que o nimero de sistemas de recomendacao
gratuitos, de facil integracao e de codigo aberto (open source) sao limitados e ndo correspon-
dem as necessidades do mercado. Existe, pois, a necessidade da criagao de uma biblioteca
que possa ser utilizada por e-commerces que desejem estabelecer seu proprio sistema de
recomendacao ou mesmo por individuos interessados na tematica da recomendagao de

itens.

3.2 Definicdo dos Parametros de Sucesso

O sucesso do projeto pode ser medido em duas frentes: a primeira, quantitativa,
mede a precisao e a abrangéncia das recomendacgoes. Essas duas medidas devem ser
superiores a 20%, e seu significado serd melhor detalhado no Capitulo 4. A segunda,
qualitativa, avalia se a biblioteca responde bem aos problemas recorrentes de sistemas de

recomendacao, tais como a escalabilidade e o excesso de especializacgao.

3.3 Sintese de Solucdes

Nesta fase do projeto, foram propostas possiveis solugoes para o desafio da recomen-
dacao. Decidiu-se avaliar dois métodos hibridos do meio académico e um outro elaborado

pela dupla.



34 Capitulo 3. Metodologia

3.4 Detalhamento da Solucgéo

Apés a escolha dos métodos de recomendacao, as solugoes foram detalhadas ma-
tematicamente segundo uma mesma notagao, e a estrutura dos algoritmos foi descrita e
exemplificada. Neste ponto, escolheu-se também a linguagem de programacao R e a forma

de entrada e saida de dados, por meio de arquivos .csv.

A fim de facilitar o pré-processamento dos dados, estabelecemos que seriam neces-
sarios dois arquivos. Um deles deve conter a matriz de atributos A e o outro, a matriz de

avaliacoes R.

Qi fy Qiyfy Qigfs
Qisfr  Qigfy  Qisfy

(3.1)
Qigfy  Qigf, Qigfs

Turiy  Turiz  Tuyis
Tugiv  Tugia  Tuais

Tugiv  Tugia  Tugis

3.5 Estruturagcdo do Banco de Dados

Uma vez determinada a forma de entrada de informagcdes, definiram-se os conjuntos

de dados a serem utilizados.

O primeiro conjunto de dados abertos é proveniente do sistema de recomendacoes
de filmes MovieLens (<http://movielens.umn.edu>), e é composto de 100 000 avaliagdes
(valores inteiros de 1 a 5) de 943 usudrios para 1682 filmes (26). Além disso, cada usuério
(idade, sexo, profissao, logradouro) avaliou pelo menos 20 filmes (categoria, ano de publica-
¢a0). Nessa base de dados, chamada de 100k, o catélogo de filme faz o papel de catélogo de

produtos, e o historico de compras se refere a avaliacao dos filmes feita por cada usuério.

O segundo banco de dados é extraido do Internet Movie Database (IMDB), e
possui 28 819 filmes. Esse banco esta presente na biblioteca ggplot2 da linguagem de
programacao R (27).

Na nossa anélise, os bancos de dados 100k e IMDB foram utilizados complemen-
tarmente. A uniao desses dois conjuntos deu origem a base 100k-IMDB, composta por
943 usuarios, 1682 itens e 25 atributos. Na biblioteca proposta pela dupla, os dados

demograficos de usudrios nao sao utilizados.


http://movielens.umn.edu
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Ainda na etapa de implementagao, confirmamos a validade de cada um dos métodos

aplicando-os nas matrizes-referéncia (Tabelas 6 e 7).

3.6 Validacao Cruzada

A fim de realizar um estudo comparativo (benchmarking) com os artigos de refe-

réncia, mantivemos a mesma metodologia de avaliacdo de qualidade do artigo 11.

Em particular, implementamos uma valida¢ao cruzada considerando T = 75%
do banco de dados como base de treinamento ou aprendizado e os 25% restantes como
base de testes. Em seguida, mascaramos H = 75% das avalia¢oes dos usuérios-teste, de
modo a medir a qualidade do sistema de recomendacao em prever os itens positivamente
avaliados. Cerca de uma dezena de parametros de interesse foram avaliados para cada um
dos métodos (Tabela 23).

Além disso, nao fizemos distingao entre valores nao observados (NA value/NULL
value) e avaliagoes nulas (r,; = 0), pois na maioria dos casos essa simplificagdo é valida.
Esse nao é o caso, por exemplo, de sistemas em que o usuario pode deliberadamente dar

nota zero para um item.

Sabe-se que a extragdo de um modelo por meio de uma validagao cruzada sobre
uma mesma base de dados pode gerar overfitting (28). Para nao cair nesse erro e com
foco na reprodutibilidade do trabalho, realizamos todas as amostragens em R utilizando
o niimero 2 como semente aleatéria (state seed). Dessa forma, os pardmetros calculados
para os modelos sao sempre os mesmos para qualquer teste de qualidade. Evidentemente,
caso se deseje avaliar a performance dos métodos para um outro banco de dados, uma

validacao cruzada rigorosa devera ser aplicada.

Como a complexidade dos algoritmos excede o limite dos computadores pessoais da

dupla, foi necessario contratar o servigo de computacao nas nuvens Amazon Web Services.

Alugamos duas maquinas virtuais do tipo r3.large, otimizadas para memoria.
As méquinas, de especificagao 2 vCPU, 15 GB de memoria RAM e sistema operacional
Amazon Linux AMI release 2014.09 x86 64, baseado em RHEL Fedora, custaram USD
0,175 por hora de uso. Todos os testes foram realizados em poucas horas, e o custo total
do projeto foi de apenas R$ 5,70. Uma explicacao detalhada da configuracao do ambiente

de testes se encontra na Secao 6.4.
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4 Requisitos

A partir dos objetivos deste Trabalho de Conclusao de Curso, é possivel extrair os
requisitos funcionais da biblioteca de sistemas de recomendagao. Esses requisitos ditam

principalmente sobre a escalabilidade e o desempenho das recomendacoes do sistema.

A fim de poder estabelecer uma base comparativa entre o sistema proposto Ul e os
sistemas de referéncia FW e UP, serao utilizados os mesmos indicadores de desempenho dos
artigos-base: precisdo, abrangéncia e medida Fy (11, 24). Precisao é a porcentagem de casos
corretamente preditos em relagdo ao tamanho da lista de recomendacoes. Abrangéncia é a
razao entre o nimero de itens corretamente preditos e daqueles que foram efetivamente
avaliados pelo usuario. A medida F}, por sua vez, é a média harmonica entre precisao e

abrangéncia.

Todas essas métricas sao dependentes dos diversos parametros do problema, como
do tamanho da lista de recomendacoes N, da quantidade de vizinhos mais préximos
k, e principalmente do banco de dados de teste. Como os artigos de referéncia nao os
disponibilizaram integralmente, serao estimados os valores de precisao, abrangéncia e

medida F} para o banco de dados da dupla.

Espera-se que a precisao, abrangéncia e consequentemente a medida F; sejam
maiores que 20%. Esses valores foram escolhidos por serem superiores aos de algoritmos
puramente baseados em contetido ou em filtragem colaborativa (11, 24). Na prética, o
resultado mais importante é a comparacao entre os trés métodos para um banco de dados

de referéncia.

Os requisitos funcionais sao suportados por requisitos nao-funcionais, e estes sao

determinados pelas restrigoes sobre o projeto ou execugao, tais como desenvolvimento e
confiabilidade.

A biblioteca de sistemas de recomendacao devera poder ser utilizada por qualquer
e-commerce que disponha de um banco de dados de clientes, produtos e histérico de

compras, desde que o formato de entrada seja seguido.

Além disso um requisito nao funcional é o desenvolvimento da biblioteca em
tecnologias abertas (open source) que tenham um alto niimero de colaboradores, como
a linguagem de programacao estatistica R, a fim de torna-la reutilizavel por alunos ou

e-commerces interessados.

Por fim, o sistema de recomendacao deverd ser escalavel e flexivel no sentido de

poder operar igualmente bem tanto em pequenas quanto em grandes bases de dados.

Apesar serem importantes pardmetros de um sistema de recomendacio, a taxa de
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recomendagoes por periodo de tempo e a escalabilidade estdao intimamente relacionados
ao orgamento do projeto (29). Pode-se obter virtualmente qualquer throughput desejado,
contanto que haja investimento equivalente em infra-estrutura computacional. O mesmo
nao é valido para os parametros de qualidade da recomendagao, que dependem tao somente
dos algoritmos de sugestao. Por esse motivo, os requisitos de projeto nao sdo pautados em

taxa de recomendagoes por tempo.

Com os requisitos do sistema de recomendacao definidos, devemos estruturar o seu
relacionamento com o administrador do sistema. Para isto determinamos seus casos de

uso, classes e atividades.

4.1 Diagrama de Casos de Uso

Os casos de uso se dividem em Avaliar Performance, Configurar Banco de Dados,
Recomendar Ul, Recomendar UP, Recomendar FW.

O caso de uso Awaliar Performance visa avaliar a performance do sistema de
recomendacao. Esse caso se relaciona com outros trés casos de uso. O primeiro deles,
Mascarar Dados, serve para esconder dados de alguns usuarios-teste na matriz de avaliagoes,
para, posteriormente, compara-los as recomendacoes calculadas pelo sistema. O segundo
caso, Dividir Banco de Treino, tem o objetivo de dividir o banco de dados em dois, um para
o aprendizado do sistema e o segundo para testes. O terceiro caso, Devolver Indicadores,

torna os indicadores de performance acessiveis ao administrador do sistema.

O caso de uso Configurar Banco de Dados tem a utilidade de converter o banco de
dados de entrada em matrizes. O caso Ler [tens, é o encarregado de ler o arquivo de itens
fornecido pelo banco de dados, assim como Ler Usudrios e Ler Historico sao para usuarios
e histérico de compras. Os casos de uso Gerar Matriz de Atributos e Gerar Matriz de

Awaliacao constroem as matrizes de acordo com dados lidos pelos casos de uso de leitura.

Ja os casos de uso Recomendar Ul, Recomendar UP e Recomendar F'W, sao os
casos de uso em que se geram as recomendacoes pelos métodos baseados na correlagao
usuario-item, no perfil de usuérios e na ponderacao de atributos respectivamente. O método
de recomendacao baseado na ponderagao de atributos necessita de outros trés casos de uso,
o Normalizar Matriz, onde se normaliza as colunas da matriz de distancia entre atributos.
Esta distancia entre atributos é calculada pelos dois outros casos de uso, Fazer Delta de

Kronecker e Fazer Indice Jaccard.

Estes casos de uso foram representados no diagrama de casos de uso (Figura 1).
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Figura 1 — Diagrama de casos de uso representando os relacionamentos entre o adminis-
trador e o sistema de recomendagoes.
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4.2 Diagrama de Atividades

Para representar o fluxo de informacao foi considerado o diagrama de atividades.
Assim é possivel visualizar os processos que vao desde a informagcao fornecida pelo usuario

até a geragao de recomendacoes.

O primeiro diagrama de atividade (Figura 2) representa o registro de uma avaliagao
por parte do cliente, onde o cliente solicita o item para visualiza-lo e a plataforma web faz
o pedido de informagdes ao banco de dados. O banco de dados devolve as informagoes
pedidas e a plataforma o exibe no dispositivo do cliente. Apos a visualizacao, o cliente
avalia o item, a plataforma web informa o banco de dados sobre a avaliacao. Este registra

a avaliacao e a plataforma web confirma a avaliagao finalizando o processo.

actRegistra Avaliagén)

Usudrio Plataforma Web Banco de Dados

Salicita ltem = Pedido ao Banco de Dados 41  Fomece infarmagdes sabre item )

l Wisualiza ltem l% Exibe ltem

Avalia ltem —',‘l! Informa Banco de Dados ]—4)[ Registra Avaliagdo ]

I Confirma Avaliagdo ](

Figura 2 — Diagrama Atividades - Registro de Avaliagao

O segundo diagrama (Figura 3), representa o fluxo de informagao desde o pedido
de uma recomendagao pela plataforma web até a finalizacao da atividade pelo cliente. O
primeiro passo é o pedido de uma recomendagao, ao banco de dados, pela plataforma web.

O banco de dados envia as informacoes necessarias para o sistema de recomendacao que,
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de acordo com as regras pré-estabelecidas, as calcula e retorna para o banco de dados. O
banco de dados registra estas recomendagoes e informa a plataforma web, que envia a

recomendacao ao usuario. O usuario avalia o item recomendado e finaliza o processo.

actEnvia Recomendagdo J

Usuario Plataforma Web Banco de Dados Sisterna de Recomendagdo

[ Requere recomendagio ]—ﬂ Envia dados para RecSys ]—% Calcula recomendagdes ]

[ Avalia item recomendado ]%—! Envia recomendagdo para usuario ]E—! Registra recomendagies K

Figura 3 — Diagrama Atividades - Gerar Recomendagao

4.3 Avaliacdo de Desempenho

De modo geral, sistemas de recomendacao tem o objetivo de apresentar ao usuario
itens pelos quais ele possa se interessar. O desempenho de um sistema de recomendagao se

mede, portanto, na qualidade com a qual ele executa essa tarefa.

Essa qualidade pode ser medida de diferentes maneiras, tal como pela medida de
distancia entre os produtos recomendados 1 e aqueles que seriam efetivamente comprados
i pelo cliente em uma validacao cruzada (cross validation). Outras medidas de predicao
também podem ser utilizadas, a exemplo de trabalhos de recuperacao de informagao, tais
como acuracia (accuracy), especificidade (specificity), precisao (precision), abrangéncia
(recall), medida Fy (Fi-score), e outras (30).

No nosso Trabalho de Conclusao de Curso, serao utilizados precisao, abrangéncia,
e medida F;. Essas medidas foram escolhidas a fim de se poder estabelecer uma base
comparativa com os textos de referéncia, que também as utilizam, e com algoritmos que
fornecem recomendagdes do tipo lista top-N (31). As medidas estdo sumarizadas na Tabela
5. As quantidades VP, FP, VN e F'N significam o nimero de verdadeiro e falso positivos

e o namero de verdadeiro e falso negativos.

Por fim, avaliaremos o desempenho do sistema mediante a mudanca nas variaveis
de importancia do problema, como por exemplo na quantidade de atributos utilizados
na recomendagao. O tempo de execucao também sera avaliado em func¢ao do algoritmo

utilizado e do tamanho do banco de dados.
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Tabela 5 — Avaliagao de sistemas de predigao

Medida Formula Significado
- VP Porcentagem de casos positivos

Precisao VPLEP .
corretamente preditos.
Porcentagem de casos positivos so-

N VP

Abrangéncia VPLiFN bre aqueles que foram marcados
€como positivos.

r Precisio - Abrangéncia | Média harmonica entre precisao e

1 Precisdo 4+ Abrangéncia abrangéncia.
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5 Detalhamento de Solucoes

A fim de facilitar a compreensao dos métodos propostos neste trabalho, serao
utilizadas as matrizes de avaliagoes R e de atributos A abaixo, adaptadas da Referéncia
24. Em todos os exemplos, considera-se valor minimo M = 2. Os logaritmos sdo expressos

em base 10 e todos os pesos wy, descritos a seguir, sao utilizados.

Tabela 6 — Avaliagoes r,;

il 19 1'3 i4 7:5 ’i6
up | - |41 -1]-151-
U - 3 - 4 -
ug | - | - | -|-1]-14
Uy 5 - 3 - - -

Tabela 7 — Atributos a;f

filfol|fs|fa
0] 1]0]0
is| 111]0]0
5] 0| 1]1]0
2] 0] 1]0]0
is| 11 1] 1]0
i 0] 0]0]1

5.1 Algoritmo baseado na ponderagao de atributos (FW)

O primeiro algoritmo que utilizaremos no sistema de recomendagao, adaptado da
Referéncia 11 e denominado ponderacao de atributos, feature weighting ou FW, trata-se
de um hibrido entre filtragem colaborativa e filtragem baseada em contetido. A partir da
regressao linear de dados de uma rede social (Internet Movie Database, IMDB), extraem-
se os pesos que determinam a importancia de cada atributo dos itens, e é onde ocorre
a filtragem colaborativa dos usuarios. Apds obtencao dos pesos, realiza-se a filtragem
baseada em contetido para determinar os itens com maior similaridade, que sdo finalmente

recomendados.

Na filtragem baseada em contetido, “cada item ¢é representado por um vetor de

atributos ou features”. A similaridade s;; entre dois itens ¢ e j é dada pela média ponderada
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das distancias entre as features dos itens:

Sij = Zf:wf (1 —dyi) (5.1)

As distancias entre os atributos d; sao determinadas conforme o tipo de dado

avaliado e seu dominio, normalizadas no intervalo [0, 1].

Para atributos literais, como categoria, marca, cor, etc., uma possivel medida de
distancia é o delta de Kronecker descrito em 5.2. A similaridade entre as cores “azul” e
“vermelho” é, nesse caso, 0, e sua distancia é 1. O valor da distancia é nulo se e somente se

os atributos sao idénticos.

Para atributos pertencentes a uma colecao finita de itens, tais como os atores
participantes de um filme, é possivel estabelecer a similaridade entre dois conjuntos a
partir do indice Jaccard, descrito em 5.3. Neste caso, a similaridade entre os conjuntos
{Al Pacino, Tom Hanks} e {Tom Hanks, Marlon Brando} é 1/3, e a sua distancia é 2/3.

1, sem=n
Srm = (5.2)
0, sem#n

B |AN B|

/A, B) = |AU B|

(5.3)

Vale considerar a correlagao entre atributos no célculo das distancias: a similaridade
de duas marcas de calgado, por exemplo, ¢ maior que a de duas marcas de produtos de
categorias diferentes, mesmo que as marcas sejam distintas nos dois casos. Em uma
primeira analise, todavia, utilizaremos para a maior parte das features as medidas de
distdncia do delta de Kronecker 5.4 (Tabela 8) e do indice Jaccard 5.5. Isso significa que
se os atributos de dois itens sao idénticos, a distancia é nula e portanto a similaridade é
maxima. O sumario de algumas medidas de distancia que podem ser utilizadas para casos

especificos estao na Tabela 9.

& I (5.4)
=1 = 0asa;
dpii=1—J(i,j

fig (4,7) (5.5)

= 1= J(aif, a;f)

Os pesos wy sao a priori desconhecidos. A Referéncia 11 os determina a partir

de uma regressao linear do tipo 5.6, onde e;; ¢ o nimero de usuarios que se interessam
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tanto por ¢ quanto por j. Esses valores permitem determinar “o julgamento humano de
similaridade entre itens”, e pode ser calculado a partir da matriz de avaliagoes, conforme a
equagao 5.7 (Tabela 10). O operador booleano by, descrito pela Equagao 5.8, nada mais é
que uma ferramenta matematica para se poder extrair o niimero de usuarios que avaliaram

positivamente tanto ¢ quanto j a partir de R.

eij :w0+2wf (1 _dfij) (56)
f
eij = Y by (Tui Tuj) (5.7)
1, sex>M
by (z) = (5.8)
0, sex <M

Desta forma, os pesos wy sao determinados a partir resolucao do sistema de equagoes
lineares 5.9 (Tabela 11). Apenas os pesos positivos e com valor absoluto expressivo (maior

que um piso arbitrariamente escolhido a posteriori) sao utilizados na recomendacao.

wo + Y wy (L—dpi) = D by (1w rg), Vi j (5.9)
f u
Calcula-se a matriz de similaridade S pela Equagao 5.1 (Tabela 12) e recomendam-se

os itens similares aqueles ja comprados, segundo 5.10 (Tabela 13).

i, = argmax s;; (5.10)
i€{i [ rui>0},j

5.2 Algoritmo baseado no perfil de usuarios (UP)

O segundo algoritmo, adaptado da Referéncia 24, é um hibrido entre filtragem
colaborativa e filtragem baseada em contetido. Os atributos dos itens sao ponderados
no calculo de similaridade, com pesos extraidos de um modelo de perfil de usuarios,
denominado user profile ou UP. Esse perfil leva em consideracao o interesse dos usuarios

por features, indiretamente calculado a partir de seu interesse pelos itens.

Para se determinar a relevancia de f para u, deve-se levar em conta nao somente
a frequéncia com a qual uma caracteristica aparece, mas também o fato de algumas
caracteristicas estarem contidas na maioria dos itens. Determina-se, entdo, os pesos
wyf, que mostram a relevancia de f para w, a partir da medida estatistica TF-IDF
(term frequency—inverse document frequency), presente em formulagoes de recuperagao de

informacao e mineracao de dados (Equagao 5.13).



46

Capitulo 5. Detalhamento de Solugoes

Tabela 8 — dzfj

Ji |t | i | i3 | da | 15 | U6 Jo | @1 | i | i3 | d4 | 15 | U6
iw|-10]1]1]01(1 iw|-11]1]1111]0
| 0] -]10]0111]0 w| 1] -1111111]0
110 -1 01| [4s 11 [-1111]0
|1 (0|1 ]-]1011 w1111 -1110
i | 0] 1]0]0|-10 w | 1 (1] 1]1-10
| 1101110/ - | 0[0]0]0]|0]|-
fa |1 | to | i3 | dg | 5 | ig Ja | i1 | to | i3 | i | 5 | ig
iw|-11]0]1]01|1 w|-11]1]1111]0
|1 -]10]1]01|1 |1 -1111111]0
3| 010 -101110 i3 1 (1] -11111]0
| 1110 -10]1 | 1|1 |1|-11]0
5| 0]0]1]0-10 w | 11111 0
| 110110/ - | 0[0]0]0]|0]|-

Tabela 9 — Medidas de distancia entre

alguns atributos

Atributo f

Dominio F

Distancia dy

Marca Literal 1— 5ifj

Esporte Literal 1— §lfj

Género Literal 1— 5{7
Categoria Conjunto Literal 1—J7(i,j)

Preco R a1y i |
max,‘,j (li‘f*(l]'f|

R milissegundos y

Data a partir de epoch A
maxiﬂj (lif—ajf‘

(32)

Tabela 10 — ¢;;

11 | 22 ’ig 14 | 15 i@,
11| -10]1]70]01]0
20| -10]1]11]0
131110 -10]01]0
4|0 1]0]-]701]0
510111010 0
6| 0[0]0]0]|0]|-

Tabela 11 — wy
Wo w1 W2 w3 Wy
0.41 | -0.22 | -0.34 | -0.03 | -
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Em nosso caso, TF ou feature frequency é a “similaridade intra-usuarios”, igual
ao numero de vezes em que a feature f aparece no perfil do usuario u (Equagao 5.11,
Tabela 14). Se o usudrio avaliou positivamente algum item r,;, tal que r,; é superior a
um valor minimo M, considera-se que u tem interesse TF,; nos atributos f dos itens 7,

representados por ay.

TFuf = ZbM (Tui aif) (511)

O termo IDF ou inverse user frequency é a “dissimilaridade inter-usuérios”, relacio-
nada com o inverso da frequéncia de um atributo f dentro de todos os usuarios (Equagao

5.12, Tabela 15).
U] )
IDF; =log | =————— 5.12
o (Zu bo (TFyy) (512)
Os pesos wy,r, obtidos na TF-IDF 5.13 (Tabela 16), sao utilizados para calcular a

similaridade s,, entre dois usudrios u e v, conforme as Equagoes 5.14 e 5.15 (Tabela 17).

Z Wyf Wyf
Sup = ——LTw (5.14)
\/ > wif 2 wﬁf
fej:uv fej:uv
Fuw = FuNF,
(5.15)

fu:{fef’tuf>0}

Dispondo-se de S, selecionam-se os k vizinhos mais préximos v}' com maior si-
milaridade s,,, dentre todos v # wu. Posteriormente, determina-se o conjunto IUZ =
{@' | ropi > M } de itens ¢ avaliados positivamente por vy. Em 5.16 avalia-se a frequéncia

total f,; dos atributos f para os itens de Z,u (Tabela 18).
iEIvZ

Por fim, a partir da Equagao 5.17 calcula-se o peso w,; (Tabela 19) de cada item e
gera-se a lista dos top-N produtos a serem recomendados para o usuario u, conforme 5.18
(Tabela 20).

f
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Tabela 12 — s;;

1 19 i3 1y 15 16
i - 0.44 | 1.00 | 0.93 | 0.51 | 0.17
iy | 0.44 - 0.51 | 0.44 1 -0.32
i3 | 1.00 | 0.51 - 1.00 | 0.44 | 0.24
ig 1 093] 0.44 | 1.00 - 0.51 | 0.17
i5 | 0.51 | 1.00 | 0.44 | 0.51 - -0.25
ig | 0.17 | -0.33 | 0.24 | 0.17 | -0.25 -
Tabela 13 - 7, (FW)
Up | U2 | Uz | Ug
315|314
Tabela 14 — TF,;
Nl el Sz
us | 01 0| 0|1
Tabela 15 — IDF
il o | fs | Ja
0.30 | 0.12 | 0.30 | 0.60
Tabela 16 — wyf
Ji Jo /3 Ja
uy | 0.60 | 0.25 | 0.30 0
ug | 0.30 | 0.25 0 0
U3 0 0 0 0.60
Uy 0 0.25 | 0.30 0
Tabela 17 — sy,
(51 U9 Uus | Ug
U1 - 096 | 0 | 1
ug | 0.96 0] 1
Us 0 - 0
Uy 1 1 0 -
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ly = argmax wWy; (5.18)
i€{i | rwi = 0}

5.3 Algoritmo baseado na correlagao usuario-item (Ul)

Este método se trata de uma variante da solucao UP, e também esta embasado no
calculo da preferéncia do usuario por features, medida através do seu interesse pelos itens.
O algoritmo UI utiliza as matrizes de correlagdo ponderada entre usudrios e atributos W

e a matriz de atributos dos itens A no calculo da correlagdo usuario-item.

A lista dos N produtos a serem recomendados decorre portanto do calculo de w,;
(Equagao 5.19, Tabela 21) e da escolha dos itens que maximizem essa varidvel para cada

usudrio (Equagao 5.18, Tabela 22).

Wai = Y Wep Qg (5.19)
7

Ao passo que o método UP recomenda itens a partir dos k vizinhos mais préximos,
o algoritmo UI busca os itens com features mais similares aos atributos pelos quais u se

interessa, diretamente através da matriz de atributos.

Espera-se que esse tipo de recomendagao forneca sugestoes de qualidade similar ao
algoritmo original, pois os dois tem a mesma fundamentagao inicial. Pode-se observar que,
para o exemplo-base, ambos algoritmos forneceram a mesma recomendacao para trés de

quatro usuarios.
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Tabela 18 — {,;

fil ol fs| fa
(751 0 2 1 0
U9 1 3 2 0
us | 112 10]0
ug | 2131110

Tabela 19 — w,; (UP)

il 19 i3 i4 15 i6
w [210]13]0]0]0
uy [ 31 0]5]0]61]0
us [0 3]10]2(0]0
ug |0 5]0]13]161]0
Tabela 20 - 7, (UP)
Up | U2 | Uz | Ug
31525
Tabela 21 — w,; (UI)
i i i3 2 i5 i6
up [ 0.25]1085(055|025|115] 0
up [ 0.25 1055 (0250251055 ] 0
ug | 0 0 0 0 0 |0.60
ug | 02510251055 10.25({055] O

Tabela 22 -7, (UI)

Uy

U2

us

Uyq
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6 Desenvolvimento da biblioteca

6.1 Recursos académicos

A principal contribuicao da Escola Politécnica para o projeto veio das disciplinas
de programagao para automagao (PMR2300 — Computacao para Automagao e PMR2440 —
Programacgao para Automagao) e de banco de dados (PMR2490 — Sistemas de Informagao).
Além disso, a disciplina optativa PMR2728 — Teoria de Probabilidades em Inteligéncia
Artificial e Robotica abordou a tematica do aprendizado de maquina e dos sistemas de

recomendacao.

Além das disciplinas do curso de Engenharia Mecatronica, diversos recursos extra-
curriculares foram de fundamental importancia para o sucesso deste trabalho. Foram
aplicados aprendizados praticos de quatro cursos da plataforma online Coursera (<https:
//www.coursera.org/>), sejam relacionados a teoria dos sistemas de recomendagao, sejam

relacionados a configuragao de servidores na Amazon Web Services.

O curso “Redes: Amigos, Dinheiro e Bytes” (Networks: Friends, Money, and
Bytes — <https://www.coursera.org/course/friendsmoneybytes>), teve papel importante
na introducao a temas ligados a rede mundial de computadores. Mais especificadamente,
a aula 4 aborda, de maneira simples mas repleta de exemplos, a tematica de sugestao
de itens através da pergunta “Como o Netflix recomenda filmes?”. Essa aula ajudou-nos
a compreender a teoria por tras do algoritmo de recomendagao do Netflix detalhado na

Referéncia 33.

Outro curso que influenciou diretamente o nosso Trabalho de Conclusao de Curso
foi “Computacao para Andlise de Dados” (Computing for Data Analysis — <https://www.
coursera.org/course/compdata>). As quatro semanas de aula ensinaram a leitura de dados
formatados em R, o tratamento de dados, o uso de modelos estatisticos, como por exemplo
métodos de regressao linear e polinomial, a aplicacao de célculos vetorizados e a construcao

de graficos e tabelas.

Aliado a essas aulas, aprendemos também o paradigma funcional, amplamente
utilizado em R, durante as sete semanas de “Principios de Programacao Funcional em
Scala” (Functional Programming Principles in Scala — <https://www.coursera.org/course/
progfun>). Todo o pacote foi construido em torno desse padrao de programagao, visto
que usuarios de bibliotecas desejam utilizar métodos e fungdes genéricas para construcao

de resultados especificos.

Por fim, o curso de doze semanas de dura¢ao “Engenharia de Startup” (Startup

Engineering — <https://www.coursera.org/course/startup>) nos ensinou a trabalhar com


https://www.coursera.org/
https://www.coursera.org/
https://www.coursera.org/course/friendsmoneybytes
https://www.coursera.org/course/compdata
https://www.coursera.org/course/compdata
https://www.coursera.org/course/progfun
https://www.coursera.org/course/progfun
https://www.coursera.org/course/startup
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diversas ferramentas de software necessarias para a realizacao dos testes de desempenho
dos algoritmos. Utilizamos maquinas virtuais, linha de comando Unix, versionamento de
c6digo em git e editores de texto sem interface grafica (tais como vi e Emacs). Além disso,
o setup de maquinas virtuais na Amazon Web Services também era abordada no curso,

facilitando a configuracdo do ambiente de testes e a automatizacao desse processo.

6.2 Ferramentas utilizadas

A programacao da biblioteca computacional se deu por meio do ambiente de
desenvolvimento integrado RStudio versao 0.98.953 (<http://www.rstudio.com/>). Esse
IDE inclui console, editor de texto e corretor de sintaxe que suporta a execucao direta
de codigo, bem como ferramentas para visualizagdo de graficos, depuracao de erros e
gerenciamento de espago de trabalho. Além disso, o RStudio esta disponivel via licenga
de codigo aberto AGPLv3 (Affero General Public License version 3) para os principais

sistemas operacionais (Windows, Mac e Linux).

6.3 Métodos computacionais

6.3.1 Estrutura da biblioteca

A biblioteca esta estruturada em quatro se¢oes principais: db, onde estd o banco
de dados MovieLens 100k, methods, onde estao os algoritmos de recomendagao, results,
onde estao os métodos de avaliacao de qualidade e setup, onde estao codificadas fungoes

diversas, tais como leitura de banco de dados e calculo de medidas de distancia.

Cédigo 6.1 — Estrutura da biblioteca

recsys/

|-- db

| ‘—- ml-100k
|-- u.data
[-- u.item
|-- u.user

-- methods

I ‘—— up_ui_w.R
|-- fw.R
|-- ui.R

4

|

|

|

|

|

| | -— common
|

|

|

I -- up.R
|

-- results
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[ |-- benchmark.R

| |-- performance.R
[ ‘-— run_tests.R

[

| -— functions.R

‘-- setup.R

As principais fungoes da biblioteca estao descritas na documentacao do Apéndice
A e o codigo pode ser obtido através do endere¢o <https://github.com/aviggiano/tcc/

tree/master /recsys>.

6.3.2 Algoritmo baseado na ponderacao de atributos (FW)

O algoritmo de ponderacao de atributos possui cinco etapas:

6.3.2.1 Determinagéo de e;;

Em forma matricial, a Equacao 5.7 pode ser descrita da forma 6.1.

E = by (R") bu(R) (6.1)
Em R, isso se traduz por uma simples instrucao:

Codigo 6.2 — Determinagao de e;;

e = b(t(x),M) %*% blr,M)

6.3.2.2 Determinagéo de d?;

Para o cédlculo genérico de FW, a medida de distancia padrao utilizada é a distancia
Ly entre as duas features (Equacao 6.2, Cédigo 6.3). Para o cdlculo especifico do banco de
dados 100k-IMDB, as medidas de distancia sao determinadas segundo a Equagao 6.3 e o
Codigo 6.4. Para f =2, --- 20, os atributos sdo géneros de filmes. Para todos os outros,

sdo pardmetros numéricos normalizados no intervalo [0, 1].
d; = lair — ajy| (6.2)

Codigo 6.3 — Determinagao de dlfj genérico

dli,j,] = abs(ali,l-alj,])
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df; = aiy —ajp|, f € {1,21,23,24,25}

& = J(aip a;0), f=2,--,20 (63)
ij ify Wif)s ’ )

Cédigo 6.4 — Determinagao de dlfj especifico

dli,j,1] = abs(ali,21]-alj,21])

dli,j,2] = abs(ali,22]-alj,22])

dli,j,3] = abs(ali,23]-alj,23])

dli,j,4] = abs(ali,24]-alj,24])

dli,j,5] = abs(ali,25]-alj,25])

d[i,j,6] = abs(ali,1]-alj,1])

d[i,j,7] = 1-jaccard(al[i,2:20],a[j,2:20])

6.3.2.3 Determinagéo de wy

O vetor w é obtido através da regressao linear de Equacao 5.9. Na linguagem R,

basta aplicar o método 1m, conforme o Cédigo 6.5.

Cédigo 6.5 — Determinacao de wy

# linear fit e ~ w0 + w (1-d)
D =1-d
Im.W = 1m(e ~ D, x=FALSE, y=FALSE, model=FALSE, qr=FALSE)

W = as.vector(lm.W$coefficients)

6.3.2.4 Determinagéo de s;;

Para o célculo da matriz de similaridade, escolhemos os pesos w; > 0 e aplicamos

a Equacgao 5.1, para todo f > 0.

Codigo 6.6 — Determinagao de s;;

if(Wlfl > 0) s = s + W[f] = (1-4[,,£f-11)

6.3.2.5 Determinagéao de i,

Os itens a serem recomendados sao aqueles para os quais s;; tem valor maximo e
que ainda nao tenham sido comprados pelo usuario. Em alguns casos especificos, é desejado
que o cliente possa receber recomendacoes do mesmo produto, e deve-se indicar através do

argumento repick o valor TRUE.

Codigo 6.7 — Determinagao de 7,
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not.yet.chosen = if(repick) I.length else union(which(is.na(r[u,])),
which(r[u,]1==0))

iu = intersect(not.yet.chosen, index.top.N(s[i,], N))

6.3.3 Algoritmo baseado no perfil de usuarios (UP)

O algoritmo baseado no perfil de usuarios atributos possui quatro etapas principais:

6.3.3.1 Determinagéo de w,

O célculo de w,y ¢ dado pela TF-IDF de Equagao 5.13. Pode-se obter TF,; a
partir do Codigo 6.8, e IDF a partir do Codigo 6.9. Finalmente, a multiplicacao desses

dois elementos resulta na correlagdo usudrio-atributo (Cédigo 6.10).

Codigo 6.8 — Determinagao de TF, ¢

TF[u,f] = sum(
b(rlu,] * al,f], M),
na.rm = TRUE)

Codigo 6.9 — Determinagao de IDF;

IDFbar = sapply(1:length(TF[1,]), function(f) sum(bO(TF[,£])))
IDF = log(length(U)/IDFbar, 10)

Cédigo 6.10 — Determinagao de w,¢

wlu,] = TF[u,]*IDF

6.3.3.2 Determinagéao de s,

Para obter a matriz de similaridade intra-usuarios, basta aplicar a Equacao 5.14.

Cédigo 6.11 — Determinacao de sy,

Fu
Fv

which(TF[u,]>0)
which(TF[v,]1>0)

Fuv = intersect(Fu, Fv)

slu,vl] = if(length(Fuv) == 0)
0
else

sum((wlu,]*w[v,]) [Fuv], na.rm=TRUE) /



56 Capitulo 6. Desenvolvimento da biblioteca

( sqrt(sum((wlu,]*w[u,]) [Fuv], na.rm=TRUE)) =*
sqrt (sum((wlv,]*w[v,]) [Fuv], na.rm=TRUE)) )

6.3.3.3 Determinagao de w,;

O calculo da correlagao usuario-item se dé pelo método dos vizinhos mais proximos.

k

» com maior similaridade s, com relacao a u e aplicam-se

Selecionam-se aqueles usuarios v

as Equacoes 5.16 e 5.17.

Cédigo 6.12 — Determinacao de wy;

vuk = index.top.N.not.self(s[u,], u, k, Utest)
Ivuk = unique(unlist(lapply(vuk, function(v) which(r[v,]1>M))))

fuf [u,f] = sum(
b0(al,f]) [Ivuk],

na.rm = TRUE)

omega = fuf %% t(a)

6.3.3.4 Determinagéo de i,

Os itens a serem recomendados sao aqueles para os quais w,; tem valor maximo e
que ainda nao tenham sido comprados pelo usuario. Assim como no método FW, caso
o cliente possa receber recomendacoes do mesmo produto, deve-se indicar o argumento

repick como TRUE.

Cédigo 6.13 — Determinacao de 7,

repeated = if(repick) NULL else which(r[u,] > 0)

iu = index.top.N(omegalu,], N, repeated)

6.3.4 Algoritmo baseado na correlagao usuario-item (Ul)

Para o algoritmo baseado na correlagao usuario-item, a etapa 6.3.3.1 é idéntica a
do método UP. Para o algoritmo UI, o célculo de w,; se da pela Equagao matricial 6.4, de
Cédigo 6.14.

Q= WAT (6.4)

Cédigo 6.14 — Determinacao de wy;
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omega = w %*% t(a)

6.4 Ambiente de testes

Inicialmente, realizamos os testes de qualidade nos nossos préoprios computadores
pessoais. Todavia, a execucao de testes sucessivos exigia muita capacidade computacional,

principalmente quanto a memoria virtual.

A alocacao de objetos e matrizes na meméria RAM é muito custosa, principalmente
na etapa de determinacao de medidas de distancia dzfj para o algoritmo FW (Equagao 5.1).
Uma matriz de dimensao |Z| x |Z| x |F| possui 1682 x 1682 x 25 elementos (cerca de 71
milhoes), e ocupa aproximadamente 500 MB de memoria. No total, 4 GB de meméria RAM

sao utilizadas durante todos os testes, fazendo-se necessario o uso maquinas dedicadas.

Por essa razao, realizamos todas as etapas de recomendacao e avaliacao de qualidade
em maquinas memory-optimized nos servidores da Amazon Web Services (<http://aws.
amazon.com/>). Visto que o servigo é cobrado por hora-méquina, desenvolvemos um
script de inicializagao para instalar todos os pacotes de programacao e execugao imediata

dos testes, permitindo assim reduzir os custos da analise.

As etapas de configuracao do ambiente de testes envolvem o cadastro na Ama-
zon Web Services, a criagao de uma maquina virtual, a instalacdo das ferramentas de

programacao e o descarregamento do cédigo de testes.

Apoés o cadastro na AWS, deve-se seguir os seguintes passos para a criacao de uma

maquina virtual:

1. Login na plataforma;
2. Acesso ao servico de maquinas virtuais Elastic Compute Cloud ou EC2;

3. Escolha da configuracio do software da méaquina. E possivel escolher entre diversos
sistemas operacionais, versoes e distribuicoes. No nosso caso, escolhemos a configura-
cao Amazon Linux AMI 2014.09.1 (HVM), em virtude da facilidade de se instalar

pacotes adicionais;

4. Escolha do tipo de maquina. No nosso caso, escolhemos uma maquina otimizada

para memoria RAM;
5. Criagdo da chave privada a ser utilizada para conexdo com a maquina;

6. Inicializacdo da maquina e do DNS publico.
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Uma vez criada a maquina, deve-se utilizar a chave privada para realizar um secure
shell e conectar-se remotamente ao EC2. A partir de um computador pessoal dotado de

um interpretador de comandos bash, utilizamos a seguinte instrucao:

Em seguida, para a automatizacao do ambiente de testes e rapida configuracao de
novas maquinas, criamos um arquivo script.sh na linguagem de programacao bash. Esse
script instala os pacotes R e git e cria a chave puiblica necessaria para acessar o servidor
onde o c6digo da biblioteca estd hospedado. Em virtude de sua popularidade, utilizamos o

servigo de hospedagem de cddigos abertos GitHub (<https://github.com/aviggiano/tcc>).

Cédigo 6.15 — Seript de configuracdo do ambiente de testes

#!/usr/bin/env bash

sudo su # login como administrador. necessario para instalar
pacotes no sistema operacional

yes | yum install R # instala o pacote R no linux

yes | yum install git # instala o git para descarregar os metodos de
recomendacao

ssh-keygen -t rsa # gera a chave para conectar-se ao GitHub

cat ~/.ssh/id_rsa.pub # imprime a chave publica, que deve ser adicionada nas

configuracoes do GitHub

A saida do script é uma chave publica.

Uma vez tendo habilitado a maquina virtual da AWS para manipulacao do re-
positério da biblioteca, pode-se descarregar o cddigo e executar o script de testes de

qualidade:

Codigo 6.16 — Script de execugao dos testes de qualidade

#!/usr/bin/env bash
git clone git@github.com:aviggiano/tcc # clona o repositorio

cd tcc && Rscript recsys/results/run_tests.R  # executa o script de testes
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7 Resultados

Os resultados deste trabalho sao a andlise de desempenho dos algoritmos propostos,
em termos de precisao, abrangéncia e tempo computacional, mediante a mudancas em

suas varidveis de importancia (Tabela 23).

Tabela 23 — Parametros de influéncia no desempenho dos algoritmos de recomendacgao

Variavel Descrigao Valor padrao
N Tamanho da lista de recomendacao 20
T Percentual da base de aprendizado na | 75%

validacao cruzada

H Percentual de avaliacoes “escondidas” | 75%

dos usuarios-teste na validacao cruzada
M Valor minimo para avaliacoes positivas | 2
k Numero de vizinhos mais proximos 10
F Conjunto de atributos dos itens Todos atributos
d’ Medida de distancia entre atributos Distancia Ly ||-]|”
w Quantidade de pesos dos atributos Todo wy >0

7.1 Tamanho da lista de recomendagbes N

Assim como mostra a literatura, a medida que o tamanho da lista de recomendagoes
aumenta, a precisao cai e a abrangéncia cresce (Figuras 4 e 5). A primeira decresce com N
porque a quantidade de itens sugeridos se torna excessivamente maior que a quantidade
de itens positivamente avaliados pelos usuarios-teste. A segunda, por sua vez, cresce com
N porque a probabilidade de sugerirmos itens relevantes para o usuario aumenta quando
sugerimos mais itens. Para N = |Z|, a abrangéncia atinge 100%, pois todos os itens teriam

sido recomendados.

O método UP supera os dois outros algoritmos para todos os valores de N, tanto

em precisao quanto em abrangéncia, como se observa pelo grafico das medidas Fj.

Contrariamente ao esperado, a qualidade de recomendagao do algoritmo UI é
sensivelmente inferior a do algoritmo UP. Isso se deve ao fato de a correlagdo usuario-item
daquele método colocar énfase no valor do atributo a,f, mesmo que esses atributos nao
sejam diretamente proporcionais a preferéncia do usuario. Esse calculo é incoerente, por
exemplo, para atributos f = data: mesmo que o usudrio tenha um elevado interesse w,¢
por filmes antigos, o valor de a;f nao leva em conta se sua preferéncia ¢ por filmes da
década de 1970 ou 1990. Nesse caso, o algoritmo indicaria incorretamente que filmes mais

recentes sao mais adequados para aquele usudrio, porque possuem maior a;y.
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A fim de corrigir essa falha no algoritmo UI, seria necessario, por exemplo, aplicar
nos atributos a;; uma funcao gs que crescesse no mesmo sentido do interesse do usuério
por aquela feature. Dessa forma, o calculo 3, wys gy (aif) significaria de fato a similaridade

entre o usudrio u e o item ¢ medida através de seu interesse g (a;f) pelas features f.

Apesar de alta qualidade das recomendagoes do método UP, este possui também
a maior complexidade computacional. Seu tempo de execucao é 2 vezes maior que o
do método FW e 4 vezes maior que o do método UI. Todavia, nenhum desses tempos
de execucao ¢é critico, tendo em vista que o sistema nao seria colocado diretamente a

disposicao dos clientes, mas que as recomendagoes seriam enviadas via email, por exemplo.

7.2 Percentual da base de aprendizado T’

A medida que o percentual da base de aprendizados aumenta, a precisao de todos
os métodos cresce ligeiramente. Isso é consequéncia do carater colaborativo dos algoritmos,
ja que a qualidade da recomendacao depende da quantidade total de dados. Entretanto,
pode-se observar que a abrangéncia e a medida F} sao praticamente constantes para valores
crescentes de T' de modo que esse parametro nao tem grande relevancia para o sucesso do

sistema de recomendacao.

O parametro T nao exerce nenhuma influéncia sobre o tempo de execucao dos
métodos UP e U, mas apenas sobre o método FW. Isso ocorre porque a etapa de maior
custo computacional (Equagao 5.9) é linearmente dependente da quantidade de usuérios

|U|. Quanto menos usuérios-teste, mais veloz é o algoritmo.

7.3 Percentual de avaliagbes “escondidas” dos usuarios-
teste na validacao cruzada H

Quanto maior o nimero de avaliacbes “escondidas”, mais facil é acertar os itens
dos usuarios-teste, pois a lista de recomendacao é pequena em relacao ao total de itens
positivamente avaliados pelo usuério. Por esse motivo, a precisao cresce com H para todos

os métodos.

Para o algoritmo FW, a precisao atinge seu maximo em H = 75% e depois decresce
ligeiramente (Figura 12). Isso ocorre porque o calculo dos pesos wy depende da quantidade
de avaliagoes r,;. Existe, pois, um compromisso (tradeoff) entre facilidade de se acertar
itens avaliados quando ha muitas avaliacoes escondidas e a dificuldade de se estimar wy

quando nao ha muitos dados de avaliacoes.

Ao passo que a precisao dos métodos aumenta com H, a abrangéncia diminui.

Visto que a quantidade de itens da lista top-N é fixa, quanto maior o nimero de itens
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“escondidos”, mais dificil é de se retornar todos os itens relevantes.

O resultado de uma precisao crescente em fungdo de H e uma abrangéncia decres-
cente é que a medida F; possui um ponto de maximo. Para todos os métodos, o valor

maximo é tal que H = 50% (Figura 14).

Quanto ao tempo de execucao, a influéncia é a mesma do parametro 7T para o
método FW, a etapa de maior custo computacional (Equacao 5.9) é linearmente dependente
da quantidade de itens |Z|. Quanto menos avaliagdes de itens dos usuérios-teste, mais

veloz é o algoritmo.

7.4 Valor minimo para avaliagbes positivas M

Contrariamente ao que esperavamos, tornar o algoritmo mais “seletivo” nao me-
lhora sua precisdo. Apesar de o valor minimo M estar intimamente ligado com a nocao
de “avaliacao positiva” e de entrar no calculo de parametros importantes dos métodos

(Equagoes 5.7 e 5.11), esse pardmetro pouco influencia a precisao para 0 < M < 2.

Esse resultado pode ser explicado porque a maioria das avaliagoes sao positivas
(Figura 17), e portanto by, tem quase o mesmo efeito de by. Isso ndo ocorre somente pelo
fato de os clientes comprarem itens similares a seus gostos, e portanto de raramente se
decepcionarem, mas também pelo fato de os usuarios terem menos disposicao para dar
avaliagoes negativas. Esse fenomeno se chama hidden feedback, e se caracteriza pelo fato de
que os itens avaliados nao sao escolhidos ao acaso, mas sim por despertarem aspectos de

interesse das preferéncias do usudrio, indo além dos valores numéricos das avaliagoes (33).

Ao se analisar a abrangéncia dos métodos, a seletividade influencia na recomendacao.
Quanto maior M, menor ¢ a quantidade de itens muito bem avaliados. Estes possuem
elevada ponderagao/correlagdo e sdo facilmente escolhidos pelos algoritmos. Por esse

motivo, o desempenho do sistema é melhor.

A complexidade computacional dos algoritmos também depende de M, ja que mais
ou menos pardmetros sao analisados no célculo da TF-IDF (métodos UI e UP) e dos pesos
dos atributos (método FW).

Um detalhe a se observar é que a precisao ¢ nula e a abrangéncia é inexistente
para M =5, ja que todas as avaliagbes r,; pertencem ao conjunto {1,2,3,4,5}. Para o

algoritmo UI, tanto a precisao quanto a abrangéncia sao nulas para M = 4.

7.5 Numero de vizinhos mais proximos k

O tnico método que recomenda itens com base nos vizinhos mais préximos é o UP.

Percebe-se que com o aumento de k, a precisao e a abrangéncia caem, pois a vizinhanca se
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torna excessivamente grande e repleta de usuarios sem muita similaridade com o usuario-
teste. Pode-se observar que o valor maximo de precisdao e abrangéncia ocorre para k = 20
(Figura 23).

7.6 Conjunto de atributos dos itens F

Para o banco de dados 100k-IMDB, o conjunto de atributos dos itens é F ={data
de langamento, género, ano, duracao, orgamento, avaliagdo, votos}. A fim de se avaliar a
performance dos algoritmos mediante a remoc¢ao em determinados atributos, decidimos
excluir do conjunto as features {data de langamento, ano}, pois julgamos que elas nao

eram tratadas corretamente pelos métodos Ul e UP.

O resultado desse experimento se observa por exemplo na Figura 24, em que a
precisao de todos os métodos melhora substancialmente. Da mesma forma, a abrangéncia

também aumenta para todos os métodos, como se vé na Figura 25.

A conclusao desse experimento é que aumentar a quantidade de atributos dos
itens nao aumenta necessariamente a qualidade do algoritmo de recomendacao. De fato, o
algoritmo deve estar preparado para “aprender” quais sao as features relevantes para cada

usudrio e eventualmente descartar automaticamente os atributos desnecessarios.

7.7 Medida de distancia entre atributos d/

Contrariamente ao esperado, o emprego de medidas de distancia especificas para
o método FW nao melhorou a qualidade da recomendacgao. O uso do indice de Jaccard
para os atributos do tipo género, em vez da distancia absoluta, decresceu a precisao
e abrangéncia do método. Nota-se a importancia da determinagao de uma medida de

distancia correta, pois a influéncia no desempenho do método é drastico.

7.8 Pesos dos atributos wy

A fim de avaliar a influéncia da quantidade de pesos utilizados na recomendacao

do método F'W, realizamos os testes selecionando apenas os W maiores elementos wy > 0.

Observa-se que a qualidade da recomendacao, tanto em termos de precisao, abran-
géncia e tempo de execucao, sao aproximadamente independentes da quantidade de pesos

W. Para W > 12, as medidas de desempenho se tornam constantes.
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Figura 4 — Precisao em funcao do tamanho da lista de recomendacoes N
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Figura 5 — Abrangéncia em fun¢do do tamanho da lista de recomendagoes N



64 Capitulo 7. Resultados

O
o

O
0O

Metodo
- FW

< ul
- UP

F1 (%)
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Figura 7 — Tempo de execugao em funcao do tamanho da lista de recomendagoes N
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8 Conclusao

8.1 Discussao

Este Trabalho de Conclusao de Curso cumpriu seus objetivos e antedeu aos requi-
sitos estabelecidos no inicio do projeto. Foi elaborada uma biblioteca para sistemas de
recomendacao de produtos de e-commerces e foi estabelecida uma respectiva analise de

desempenho dos algoritmos de recomendacao.

A avaliacao de desempenho dos métodos propostos na biblioteca deste trabalho
verificaram resultados ja conhecidos no meio académico. Em particular, a dependéncia

entre qualidade de recomendacao e tamanho da lista de sugestoes se verificou (impacto de

N).

Além disso, mostramos que um banco de dados com maior quantidade de avaliagoes
(impacto de H) tem mais relevancia que um banco de dados com mais usudrios (impacto

de T).

Outro resultado do trabalho foi a comprovacao do fenémeno de hidden feedback
(impacto de M). Mesmo que construamos métodos embasados na “avaliacdo positiva” dos
usuarios, esse parametro pode nao ter tanta influéncia, visto que a maioria das avalia¢oes

dos clientes ja sao de fato positivas.

Também foi verificada a influéncia da quantidade de vizinhos mais proximos em
algoritmos que usam essa metodologia colaborativa (impacto de k). Apesar de influenciar

na qualidade da recomendagcao, esse parametro desempenha papel secundario.

Uma outra conclusao importante deste trabalho foi da importancia de se escolher
a priori o conjunto de atributos dos itens (impacto de F). A categorizacao excessiva dos
itens pode ser maléfica para a recomendacao, caso as features nao tenham relevancia para

0S usuérios.

Avaliamos também diferentes medidas de distdncia entre os atributos (impacto de
df;) A medida da diferenca em valor absoluto foi comparada com outros indices, como
o indice Jaccard, para uma lista de géneros, e verificou-se que a distancia L; resulta em
melhor qualidade de recomendagao. Vale ressaltar a importancia da escolha das medidas
de distancia, visto seu impacto no desempenho dos algoritmos, sobretudo nos algoritmos

Ul e FW.

Por fim, avaliamos também a quantidade de pesos dos atributos no método FW
impacto de W). Vimos que a quantidade de w; > 0 nao tem grande impacto na reco-
f g

mendacao, visto que o valor dos pesos, em si, ja é suficiente para alterar a qualidade das
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sugestoes.

Apenas o método UP atingiu os requisitos funcionais em termos de precisao e
abrangéncia, para uma combinacao especifica de parametros, como valores pequenos de
N. Tanto para esse algoritmo quanto para o método FW, o desempenho é sensivelmente
inferior ao relatado nos artigos de referéncia. O motivo por tras disso é a dissimilaridade
entre os bancos de dados. Assim como foi confirmado, o emprego de bases com mais
recomendacoes r,; influencia grandemente na qualidade das recomendagoes. Para se obter
um benchmarking mais fiel, seria necessario utilizar o banco de dados dos autores de

referéncia.

Apesar de, por definicao, o método UI ser similar ao método UP, seu desempenho
foi sensivelmente inferior ao do algoritmo-base. Isso se deve fundamentalmente a dois
motivos: o primeiro é devido ao fato de o algoritmo UP possuir uma etapa de correlacao
entre vizinhos mais préximos, que cumpre com eficacia o papel de selecionar apenas
as melhores recomendacoes. O segundo é devido a mé escolha da funcao que calcula a
correlagao usudrio-item. A simples multiplicacao da correlagao usuario-atributo w,s pelo
valor numérico do atributo do item a;f nao tem ligacao direta com a qualidade de um

item para um determinado usuario.

Conforme foi exemplificado no Capitulo 7, se um usuério gosta filmes de época
(elevado w,s), mas apenas de filmes antigos, a multiplicacdo w,s - a;; apontaria que
ele se interessa por filmes atuais (elevado a;r). Faz-se necessario, portanto, substituir a
multiplicacdo direta entre W e A por uma expressao que correlacione o valor numérico do
atributo com o interesse do usudrio pela feature, seja W e g (A), sendo a funcao g a se

determinar.

Mesmo com essa falha de concepcao, o algoritmo UP mostrou desempenho similar

ao algoritmo FW, superando-o inclusive em tempo de processamento.

8.2 Trabalhos futuros

A extensao desse Trabalho de Conclusao de Curso pode se dar de diversas maneiras,
tanto na area académica quanto na area empresarial. Seguindo o atual encaminhamento
do projeto, a principal oportunidade do nosso trabalho é a criacao de um servigo de um

“Sistema de Recomendagao nas Nuvens”.

Desejamos eliminar as restri¢coes quanto a entrada e saida de dados, de forma que
elas fossem completamente arbitrarias. O objetivo é que o usuario possa informar ao sistema

como ¢é formado sua base, e que todo o tratamento preliminar seja feito automaticamente.

E possivel explorar também a construcao de um driver que possibilite a conexao

entre o sistema de recomendacgao e um banco de dados SQL, sem que seja necessaria a
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etapa intermediaria de arquivos csv para aquisicao de dados. Em seguida, é importante
elaborar um website para o sistema de recomendagao e exportar toda a loégica para um

servidor dedicado.

Outra melhoria desejada é a melhoria dos métodos e fungoes, a fim de aprimorar
a performance computacional. Dessa forma, o servigo de “sistema de recomendagao nas

nuvens” estaria completo e poderia ser utilizado por e-commerces reais.

Também seria desejavel, para uma avaliagdo mais completa do trabalho, o emprego
dos métodos computacionais em um banco de dados de um e-commerce real. Apesar de
termos contatado diversas lojas de comércio online, devido a impedimentos administrativos,

nao obtivemos sucesso em firmar uma parceria com essas lojas.

No campo académico, ha muito espago para melhorias nos algoritmos de recomenda-
¢ao. Conforme mostrado, a quantidade de atributos, seus pesos e suas medidas de distancia
tem grande influéncia na qualidade da recomendagao. Seria interessante, portanto, explorar
diferentes estratégias de determinacio dessas varidveis para todos os métodos. E possivel,
por exemplo, utilizar algoritmos genéticos ou redes neurais que explorem combinagoes de

parametros e pesos a fim de maximizar a precisdo e acurdcia para uma determinada base.

Além disso, as metodologias de solucao de cada um dos sistemas deveriam ser
debatidas ao maximo, de modo a explorar casos de uso particulares e a propor mudancas
e otimizacoes. Faz-se necessario responder a perguntas como “O que acontece com itens
ou usuarios sem nenhuma avaliacao?” e “Qual o desempenho dos métodos para outros

bancos de dados?”.
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A Documentacao da biblioteca

Codigo A.1 — setup.R

read.history
input filename, separator, header, col.names
output history
description L& o arquivo de histérico de compras e retorna uma matriz
correspondente. Os parametros separator e header indicam a formatacgdo
do arquivo e s&o opcionais. Caso header seja FALSE, col.names deve

conter um arranjo de palavras indicando os nomes das colunas da matriz.

read.item
input filename, separator, header, col.names
output item
description L& o arquivo de descrigdo dos itens e retorna uma matriz
correspondente. Os parametros separator e header indicam a formatacgdo
do arquivo e s&o opcionais. Caso header seja FALSE, col.names deve

conter um arranjo de palavras indicando os nomes das colunas da matriz.

read.user
input filename, separator, header, col.names
output user
description L& o arquivo de descrigdo dos usudrios e retorna uma matriz
correspondente. Os parametros separator e header indicam a formatacgdo
do arquivo e s&o opcionais. Caso header seja FALSE, col.names deve

conter um arranjo de palavras indicando os nomes das colunas da matriz.

get.r
input history
output r

description Le a matriz de histérico de compras e retorna a matriz de

avaliagdo r_ui

get.a
input item
output a

description Le a matriz de descrigdo de itens e retorna a matriz de

atributos dos itens a_if
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Codigo A.2 — performance.R

hide.data
input r, Utrain.Utest, HIDDEN, random=FALSE, has.na=TRUE
output matriz r com dados mascarados

description mascara os dados da matriz r para os usudrios de teste da
lista Utrain.Utest. HIDDEN & o percentual de avaliagdes a serem
mascaradas. random & o modo de operagdo; caso seja TRUE, os dados sédo
mascarados aleatoriamente para os usudrios-teste. has.na indica se os

itens ndo avaliados em r sdo indicados como NA ou como O.

divide.train.test
input r, TRAIN
output lista contendo U.train e U.test
description divide os usudrios em duas bases, uma de treinamento de uma

de testes, segundo a proporgdo TRAIN

performance
input a, r, M=2, k=10, N=20, norm=TRUE, remove=FALSE, method,
TRAIN=0.75, HIDDEN=0.75, W=FALSE, repick=FALSE
output lista contendo precisdo, abrangéncia, medida F1 e tempo de

execugdo do método
description norm indica se a matriz de avaliagdes deve ser normalizada.
W, caso diferente de FALSE, indica a quantidade de pesos de atributos a

serem utilizados no método FW

Codigo A.3 — fw.R

fw
input a, r, rtrain.rtest, Utrain.Utest, M, k, N, W
output iu
description Retorna uma lista de recomendagdo para todos os usuarios

Utest, apds obter o modelo a partir dos usuarios Utrain

Codigo A.4 — ui.R

ui
input a, r, rtrain.rtest, Utrain.Utest, M, k, N
output iu
description Retorna uma lista de recomendagdo para todos os usuarios

Utest, apds obter o modelo a partir dos usuarios Utrain

Cédigo A.5 —up.R
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up
input a, r, rtrain.rtest, Utrain.Utest, M, k, N
output iu
description Retorna uma lista de recomendagdo para todos os usuarios

Utest, apds obter o modelo a partir dos usuarios Utrain

Codigo A.6 — functions.R

b
input X, ¥y
output 1 sex>you0sex<=y
description A definigdo da funcdo b_M é& diferente da do artigo de
referéncia, em que b_Pt(x) é tal que x >= Pt
delta
input m, n
output lsem==nouOsem!=n
description Delta de Kronecker
jaccard
input Xs, ys
output nimero entre 0 e 1
description Indice Jaccard entre os conjuntos xs e ys
h
input matrix, N=6
output imprime as primeiras N linhas e N colunas da matriz
description Caso a entrada seja um vetor, imprime os N primeiros
elementos.
top.N
input xs, N=10
output N majores elementos da lista xs

description Usado na construgdo da lista de itens top-N

index.top.N
input xs, N=10, ys.remove=NULL
output Indice dos N maiores elementos da lista xs
description ys.remove & uma lista em que se deseja excluir os elementos

da lista top.N
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normalize
input matrix, columns=FALSE
output matriz normalizada

description Caso columns seja TRUE, as colunas da s&o normalizadas

dependendo do maior valor absoluto de cada uma delas
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